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Introduction

One of the main reasons for bias in algorithms is the bias in the data used for training the al-
gorithms. In this paper, we address the issue of data fairness. More specifically, we consider
the problem of collecting fair data from a crowd. Crowdworkers (humans) often have different
biases, which are then reflected in the labels collected from them. A recent study conducted
by Dressel and Farid [1], in which workers on Amazon Mechanical Turk were asked to submit
binary labels to predict recidivism, demonstrated this phenomenon.
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•We propose a novel task assignment framework which maximizes the accuracy of the col-
lected data from a biased crowd, while ensuring that 1) the errors satisfy desired notions
of fairness; 2) the data is collected within the expected budget constraints of the requester;
and 3) the task assignment policy is diverse.
•Unlike prior work, our method doesn’t require assumptions about the availability of infor-

mation such as the sensitive attribute and the risk scores (label probabilities) of the tasks.
It is also suitable for online crowdsourcing settings (when the requester doesn’t know the
details or even the number of tasks in advance).
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Finding Optimal Crowdsourcing Policy
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Expected Accuracy of the Crowdsourcing Policy
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Unknown Accuracy Matrices

Finding the optimal crowdsourcing policy requires knowledge about workers’ accuracy matri-
ces. In practice, these are unknown. One way to estimate them is to use a limited number of
gold standard tasks. Please see the paper [2] for more discussion and theoretical analysis.

Datasets for Experimental Evaluation

•Broward County Dataset: Information about 7214 defendants (3696 black and 2454
white) arrested in Broward County, Florida between 2013 and 2014. The information in-
cludes race of defendants among other non-sensitive attributes such as age, prior charges
etc. The dataset also contains ground-truth whether the defendants recidivated within 2
years or not.

•Crowd Judgment Dataset: Dressel and Farid [1] randomly selected a subset of 1000
defendants from the Broward County dataset and asked 20 random workers on Amazon
Mechanical Turk to predict recidivism for each individual. In total, 400 workers participated
in their study and each worker submitted answers for 50 different defendants.

Synthetic answers from all 400 crowdworkers were generated for the entire Broward County
dataset by ‘extrapolating’ the Crowd Judgment dataset. Please see the paper for more details
about the requirement and process of synthetic answer generation.

Baselines for Experimental Evaluation

•Random Policy: In the random policy, all workers are equally likely to be selected (proba-
bility 1

400) for any task.

•Greedy Optimization [3]: Workers are sorted in decreasing order of their “density”( the
ratio of the expected accuracy of a worker and her cost). As many as possible tasks are
assigned to the highest density worker available (respecting the diversity constraint).

Experiments

•Uniform cost model : Every worker has a cost of $1.

1. Varying Ng (Number of gold tasks), Settings : β = 0.01, α = 0.01
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2. Varying α (Fairness Constraint), Settings : β = 0.01, Ng = 20
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•Non-uniform cost model : The probability of a worker’s cost being $3 is equal to her aver-
age accuracy and is $1 otherwise.

1. Varying Ng (Number of gold tasks), Settings : β = 0.01, α = 0.01, C = 1.5
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2. Varying α (Fairness Constraint), Settings : β = 0.01, Ng = 20, C = 1.5
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